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Abstract— keeping the data with it long lasting validity is 

one of the primary requirements in computer 

science. The storage size of data and the speed of 

access plays interesting role in this procedure. 

There are various storage schemes available in 

literature.  Development of a scheme is always an 

attractive field of research for commuter scientist. 

The length of the code plays an important role in 

designing of the scheme. In this article we discuss a 

well-known scheme namely Huffman coding scheme 

and its algorithm with an example. A brief history 

and current trends of compression functions are 

also discussed. 

Keywords— compression functions; coding theory; 

tree. 

I.  INTRODUCTION  

The efficient transmission of data through online mode is very 

interesting task for network analyst and computer scientist. 

Here the meaning of efficiency of transmission mode is in two 

aspects, the accuracy of the received data and the time 

duration between sender and receiver. Through data 

compression it can achieve in some of aspects of these 

requirements. To fast transfer of data at its destination, it is 

necessary to either increase the data rate of the transmission 

media or simply send less data. But, we never require less data 

or a data with full of error at the receivers end. So always it is 

mandatory that either we received error free data or the whole 

data without any loss of information. Suppose we have to send 

a file through mail then first we compress it (using win zip), 

which reduces the size of the data and receiver get the original 

file without any loss of information. Win zip helps us in 

reduction of the size but the problem during transmission is 

still available. This can solve by the speed of transmission of 

the data (using high speed bandwidth). It is interesting that 

optical fiber transfer the data at the rate of speed of light in the 

glass. Nowadays, fiber optics is used to increase the 

transmission rate of the data. Using fiber optics 

communication, researchers at Bell labs have achieved over 

100 Petabits per second kilometer speed [6].  Research in the 

direction of fiber optics is going on and NTT japan had 

demonstrated one of the fastest single fiber cables in 2012 [7]. 

Search of compression functions is another branch of work in 

the optimal data transmission. Claude Shannon was the person 

whose work on information theory is a breakthrough for this 

science [8]. Later he and his colleague Feno, developed a 

famous coding scheme named as Shanon-Fano coding. 

In 1951, David Huffman a student of Fano, produce an 

algorithm which is an optimal coding scheme and it is known 

as Huffman coding scheme. This scheme is based on 

properties of tree in Graph theory. In a tree there is one and 

only one path between any two vertices, Huffman used this 

concept and produce this optimal scheme. One of the 

techniques to use it for storage in more optimal way is to 

compress the files. By taking advantage of redundancy or 

patterns, it may be able to "abbreviate" the contents in such a 

way to take up less space yet maintain the ability to 

reconstruct a full version of the original when needed. Such 

compression could be useful when trying to cram more 

information on a disk or to shorten the time needed to copy or 

send a file over a network. There are some known 

compression algorithms, which give compression formats, 

such as JPEG, MPEG, or MP3, are specifically designed to 

handle a particular type of data file. Some of the compression 

algorithms (e.g. JPEG, MPEG) are lossy-decompressing. In 

this compression scheme, the compressed result doesn't 

recreate a perfect copy of the original. It has the algorithm 

which compresses by   just summarizing the data. In process 

of reconstruction the summary losses some information and 

fail to reconstruct the original data. Sound and video data may 

be acceptable for lossy encoding schemes because in this case 

a huge amount of data is available. In case of some missing 

pixels, retrieving does not affect the original information. But 

for text data these lossy encoding schemes are not appropriate. 

In case of text data, whole information is distributed uniquely 

and in retrieving of the original text it is necessary to get each 

at most text correctly. Huffman scheme is an efficient scheme 

in this scene. It reduces the text loss in the retrieving process 

because it not works on the lossy method of compression. In 

this article we brief this technique with its mathematical 

background. Section 2 contains the requirement of concepts 

from graph theory. Further we elaborate the Huffman scheme 

with an example.   

II. GRAPHS AND TREE 

Graphs theory has remarkable analogy to solve a lot of 

mathematical problems.  From the beginning to till date this 

area attracts the research community to explore the theoretical 

understating about graphs. In this section we present the 

essential theoretical details of graphs.  



Definition 2.1 [Graph] A graph G is representation of the 

relation between two sets called vertices and edges. If  E and 

V be the set of edges and vertices respectively then we denote 

the graph as 𝐺 =  (𝑉, 𝐸). 
 

Now to understand the concept of tree in graph theory 

following definitions are essential here. For the sake of 

convenience we assumed that there are 𝑛 number of vertices 

{𝑣𝑖 : 1 ≤ 𝑗 ≤ 𝑛} and 𝑚 number of edges {𝑒𝑖: 1 ≤ 𝑖 ≤  𝑚} in a 

graph denoted as 𝐺 =  (𝑉, 𝐸). 
 

Definition 2.2 [Path] Sequence of continuous vertices in a 

graph is called path. For example 𝑣1, 𝑣2, … , 𝑣𝑘 is a path of 

length of 𝑘. 

 

Definition 2.3 [Connected Graph] A graph G is connected 

graph, if there is a path between any two vertices 𝑣𝑖 and 𝑣𝑗  of 

that graph for all 1 ≤ 𝑖, 𝑗 ≤ n. 

  

Definition 2.4[Walk] A walk in a graph is a path or a sequence 

of vertices with no repetition. A walk is closed if its start and 

end vertices is same. 

 

Definition 2.5[Cycle] A closed walk is called a cycle in a 

graph. A graph which has no any cycle then it is called 

acyclic. 

Based on the previous well known definitions in 

graph theory now we present a formal definition of tree in 

graph theory. Especially it is related to the unavailability of 

cycle in a graph and in the following definition we present 

this. 

 

Definition 2.6[Tree]  A connected acyclic graph is a tree. In a 

tree we always get a path from any two vertices and it is 

unique for any two vertices. 

Here we present a graphical presentation of an example of tree 

of seven vertices {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓, 𝑔} and six edges 

{𝑒1, 𝑒2, 𝑒3, 𝑒4, 𝑒5, 𝑒6} is, 

 

 
 

III. PRIMITIVES OF CODING THEORY  

 

Design of all compression functions are based on some 

techniques of a mathematical function which is one way. From 

starting to till date the designing of compression functions are 

an interesting are of research in cryptography and coding 

theory. Various security algorithms and cryptographic 

signature schemes are based on some efficient compression 

functions. Keccak is the latest design of a compression 

function. This is based on the technique of sponge function 

[9].  Here we present some theoretical aspects for the design 

for a compression function.    

A. Perfect secrecy: 

Achievement of perfect secrecy is always required in design of 

any cryptosystem. In practical scenario perfect secrecy means 

that Oscar can obtain no information about plaintext by 

observing the cipher text. This terminology can be described 

in terms of probability distribution also. It is defined as in 

following definition. 

Definition 3.1 A cryptosystem has perfect secrecy if 

 𝑃𝑟 [ 𝑥 | 𝑦]  =  𝑃𝑟 [𝑥] for all 𝑥 ∈ 𝑃, 𝑦 ∈ 𝐶. That is, the a 

posteriori probability that the plaintext is x, given that the 

cipher text y is observed, is identical to the a priori probability 

that the plaintext is x 

 

B.  Entropy: 

The idea of entropy is introduced by Shannon at first time in 

his famous paper named “A Mathematical Theory of 

communication” in 1948 [8]. Entropy can be thought of as a 

mathematical measure of information or uncertainty, and is 

computed as a function of probability distribution. 

Suppose we have probability distribution of some events. The 

amount of information we gain from occurrence of these 

particular events under given probability distribution or we 

say, at what extent the uncertainty about the outcomes of 

events which are not yet occurred. So from definition it is 

clear that entropy is a function of probability distribution. If X 

is a random variable then entropy of X is denoted by H(X). 

Definition 3.2 Suppose X is a discrete random variable which 

takes on values from set X Then the entropy of the random 

variable X is defined to be the quantity 

𝐻(𝑿) =  − ∑ 𝑝𝑟[𝑥]𝑙𝑜𝑔2𝑝𝑟[𝑥]
𝑥∈𝑋

 

In the next section we show an example of compression 

function namely Huffman coding scheme.  

IV. HUFFMAN CODING SCHEME EXAMPLE AND ALGORITHM  

This scheme is based on the probability distribution of the 

plaintext. Using the technique of graph theory and probability 

distribution, this scheme assigns a unique code to each of the 

plaintext. Following is the algorithm for the Huffman coding 

scheme. 

A. Algorithm: 

Let given probability distribution is 𝑃 =  {𝑝𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑛} 

Step1: Short the 𝑝𝑖 ′𝑠 in decreasing order such that 𝑝1 ≤ 𝑝2 ≤
⋯ ≤ 𝑝𝑛 and assume they are vertices of tree. These vertices 

are called as leaf of this tree and we start the extension of that 

tree from its leaf to its root. 

 

Step2: Choose two minimum of {𝑝𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑛}, these are 𝑝1 

& 𝑝2 

 

Step3: Find new vertices with entry are sum of {𝑝1 & 𝑝2 } let 

it is 𝑞1 & makes edge between𝑝1𝑡𝑜 𝑞1 & 𝑝2 𝑡𝑜 𝑞1. In this way 

we can extend this tree. 

 

Step 4:  Make new set of probability distribution with 

removing two selected 𝑝𝑖  and include the new vertices 𝑞𝑖 in P. 

 

Step 5:  Do step2& step3 till the vertices end or when we rich 

at the root of the tree. 

 



Step 6:  For encoding start labeling the tree starting from root 

as left edge with 0 and right edge with 1.  

 

Step 7:  Choose path from the root to the pendent vertices to 

encode the character whose probability distribution is given. 

And in this way we can provide a unique code to every 

information very efficiently. 

B. Example: 

Huffman coding uses ‘variable length coding’ which 

means that symbols in the data which we want to encode are 

converted to a binary symbol based on how often that symbol 

is used. 

 

Let the probability distribution of five information or 

characters are as follows: 

P = {.5, .2, .2, .35, .1} 

First step: short P in descending order  

P(x) = {.5, .2, .2, .35, .1} 

Second step:  Take smallest two of them and starting to build 

edge between both of them and sum of both probabilities. 

Again recursively do this process till all probability does not 

assign. Choose again minimum of them and add them for next 

vertices of the tree, we can see the minimum of them is .2 & .2 

so next vertices is attached with them and its entry is .2+.2=.4 

Recursive process of these steps gives a tree. 

 

Give level to all edges of this tree which are code or alphabets. 

After leveling all the edges of this tree we get the required 

optimal code for this probability distribution of information. 

Give level of this tree with 0 or 1 in the way such that all left 

edge are leveled with 0 and all right edges corresponding to 

each vertices are leveled with 1,we get the unique code for 

each characters. To produce code words for a character x 

follow the path from root of this tree to pendent vertices which 

is the probability corresponding to particular x. We get code 

words for each one as follows: 

 

Cod words:     00          001              0101          11         1101 

P(x):           .5              .2               .2          .35            .1 

Since from each pair pendent  vertices and root we 

have one and only one path so we get a unique code words for 

any  ” x” 

Now we see that expected length of each code world is  

l(x):                2                 3                   4           2                   4 

P(x):              .5              .2                  .2          .35                 .1 

P(x)*l(x)       1.0            .6                  .8            .7                  .4 

L =expected length of this code = ∑P(x)*l(x) = 3.5 bits and we 

know that in binary value system the entropy of this P is 

𝐻2(𝑃)= 2.5016 bits. Therefore we can see that    H ≤ L ≤ H+1 

So it satisfies source coding inequality and we can say that this 

scheme work like that the most probable information or 

character are represented by  less bits and less probable 

character or information are represented by more bits so this 

algorithm can optimize the expected length and produce an 

optimal code. 
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