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Sales Prediction Model for Big Mart
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Abstract: Machine Learning is a category of algorithms that
allows software applications to become more accurate in
predicting outcomes without being explicitly programmed. The
basic premise of machine learning is to build modelsand employ
algorithms that can receive input data and use statistical
analysis to predict an output while updating outputs as new data
becomes available. These models can be applied in different
areas and trained to match the expectations of management so
that accurate steps can be taken to achieve the organization’s
target.In this paper, the case of Big Mart, a one-stop-shopping-
center, has been discussed to predict the sales of different types
of items and for understanding the effects of different factors on
the items’ sales.Taking various aspects of a dataset collected for
Big Mart, and the methodology followed for building a
predictive model, results with high levels of accuracy are
generated, and these observations can be employed to take
decisions to improve sales.

Keywords: Machine Learning, Sales Prediction, Big Mart,
Random Forest, Linear Regression

1. INTRODUCTION

In today’s modern world, huge shopping centers such as big
malls and marts are recording data related to sales of items or
products with their various dependent or independent factors
as an important step to be helpful in prediction of future
demands and inventory management. The dataset built with
various dependent and independent variables is a composite
form of item attributes, data gathered by means of customer,
and also data related to inventory management in a data
warehouse. The data is thereafter refined in order to get
accurate predictions and gather new as well as interesting
results that shed a new light on our knowledge with respect to
the task’s data. This can then further be used for forecasting
future sales by means of employing machine learning
algorithms such as the random forests and simple or multiple
linear regression model.

1.1 Machine Learning

The data available is increasing day by day and such a huge
amount of unprocessed data is needed to be analysed precisely,
as it can give very informative and finely pure gradient results
as per current standard requirements. It is not wrong to say as
with the evolution of Artificial Intelligence (AI) over the past

two decades, Machine Learning (ML) is also on a fast pace for
its evolution. ML is an important mainstay of IT sector and
with that, a rather central, albeit usually hidden, part of our life
[1]. As the technology progresses, the analysis and
understanding of data to give good results will also increase as
the data is very useful in current aspects.In machine learning,
one deals with both supervised and unsupervised types of tasks
and generally a classification type problem accounts as a
resource for knowledge discovery. Itgeneratesresources and
employs regression to make precise predictions about future,
the main emphasis being laid on making a system self-
efficient, to be able to do computations and analysis to
generate much accurate and precise results [2]. By using
statistic and probabilistic tools, data can be converted into
knowledge. The statistical inferencing uses sampling
distributions as a conceptual key [11].

ML can appear in many guises. In this paper, firstly, various
applications of ML and the types of data they deal with are
discussed. Next, the problem statement addressed through this
work is stated in a formalized way. This is followed by
explaining the methodology ensued and the prediction results
observed on implementation.Various machine learning
algorithms include [3]:

e Linear Regression: It can be termed as a parametric
technique which is used to predict a continuous or
dependent variable on basis of a provided set of
independent variables. This technique is said to be
parametric as different assumptions are made on basis of
data set.

e K-Nearest Neighbors (KNN): It is a learning algorithm
which is based on instances and knowledge gained
through them [4]. Unlike mining in data stream scenarios,
cases where every sample can simultaneously belong to
multiple classes in hierarchical multi-label classification
problems, k-NN is being proposed to be applied to predict
outputs in structured form [5].

e Decision tree: It is an intuitive model having low bias and
it can be adopted to build a classification tree with root
node being the first to be taken into account in a top-down
manner.It is a classic model for machine learning [6].

e Naive Bayes classifiers: These are based on Bayes
theorem and a collection of classification algorithmswhere
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classification of every pair is independent of each
other.Bayesian learning can provide predictions with
readable reasons by generating an if-then form of list of

rules [8].

e Random Tree: It is an efficient algorithm for achieving
scalability and is used in identification problems for
building approximate system. The decisions are taken
considering the choices made on basis of possible
consequences, the variables which are included, input
factor. Other algorithms can include SVM, xgboost,
logistic regression and so on[7].

e K-means clustering:

This

algorithm

is  used

in

unsupervised learning for creating clusters of related data

Pre-
Raw

data

processing

based ontheir closeness to the centroid value [9].

1.2 Problem Statement

“To find out what role certain properties of an item play and
how they affect their sales by understanding Big Mart sales.”
In order to help BigMart achieve this goal, a predictive model
can be built to find out for every store, the key factors that can
increase their sales and what changes could be made to the
product or store’s characteristics.

2. METHODOLOGY

The steps followed in this work, right from the dataset
preparation to obtaining results arerepresented in Fig.1.

2.1 Dataset and its Preprocessing

Training of
dataset

Implementing Result

= machine

learnine model

Fig. 1. Steps followed for obtaining results

BigMart’s data scientists collected sales data of their 10 stores
situated at different locations with each store having 1559
different products as per 2013 data collection.Using all the

observations it is inferred what role certain properties of an
item play and how they affect their sales.The dataset looks like
shown in Fig.2 on using head() function on the dataset
variable.

In [7]: |df.head()
#understanding rows and column
ltem_lIdentifier [Item_Weight [ltem_Fat Content Item_Visibility Wem_Type HMem_MRP Outlet ldentifier Outlet Establishment_Year Ouwtlet Size Outlet_Locatic
0 FDA1S 230 Low Fat 0.016047 Dasiry  248.8002 OUT049 1999 Medium
1 DRCO1 592 Regular 0.010278 Soit Drinks 482602 ouTD13 2009 Medium
2 FDN15 17.50 Low Fat 0.016760 Meat 1418180 OUT049 1999 Medium
3 FOXOT 19.20 Regular 0.000000 \_,de:al';d 182.0050 oUTI10 1603 MaM
4 NCD19 293 Low Fat 0.000000 Household 538514 ouTD13 1987 High
»
In [7]: df.head(}
#understanding rows ond column
fat_Content [ltem_Wisibility Mem_Type |ltem_MRFP Outlet ldentifier Outlet Establishment_Year Outlet_Size Outlet_Location_Type Outlet_Type [Item_Outiet_Sales
Low Fat 0.016047 Dasiry  240.8092 QUTD49 1998 Medium Tier 1 5"':'5’“{3;21‘ 37351380
_ - —n = . o ; o .= Supsrmarket ”
Regula 0.019278 Soft Drinks 48 2602 ouTo18 2008 Medium Tier3 Type2 443 4223
Low Fat 0.018750 Meat  141.6180 QUTO49 1909 Medium Tier 1 5""’5“{.3;;' 20072700
Regular 0.000000 \_,ZQE:EI“: 182.0850 oUTI10 1983 Mal Tier 3 3‘%‘;52 732.3800
Low Fat 0.000000 Household  53.8514 oUTD13 1987 High Tier 3 E'LPE";?;E{ ©04.7052

Fig. 2. Screenshot of Dataset
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In [2]: |df.dtypes

#tells datatype of column convert dato type

out[2]: Ttem_Identifier object
Item_Weight floatses
Item Fat_Content object
Item visibility flcatss
Item Type object
Item_MRP flcatsa
outlet Identifier object
outlet Establishment_vear intss
outlet Size object
outlet Location_Type object
outlet Type object
Item_Cutlet_sSales floatses

dtype: object

Fig. 3. Various datatypes used in the Dataset

In [18]: |df.describe(}

The data set consists of various data types from integer to float
to object as shown in Fig.3.

In the raw data, there can be various types of underlying
patterns which also gives an in-depth knowledge about subject
of interest and provides insights about the problem. But
caution should be observed with respect to data as itmay
contain null values, or redundant values, or various types of
ambiguity, which also demands for pre-processing of data.
Dataset should therefore be explored as much as possible.

Various factors important by statistical means like mean,
standard deviation, median, count of values and maximum
value etc. are shown in Fig.4 for numerical variables of our
dataset.

| 18]
e [tem_Weight Item_Visibility  Mem_MRP Outlet Establishment_Year [tem_COutlet Sales
count T0S0.000000  8523.000000 8523.000000 BR23.000000 8523000000
mean 12337543 0.066132 140882782 1BET.231347 2181.238914
std 4 §43433 0.051598 82275087 8371760 1705.499618
min 4553000 0.000000  31.290000 1885.000000 313.290000
23% 8773750 0.025938  93.326500 1887.000000 B34 247400
% 12500000 0.053931  142.012300 18€8.000000 1784.331000
73%  15.350000 0.094535 185.543700 2004.000000 3101.296400
max  21.350000 0.323381  285.338400 Z200%.000000 13085 964800

Fig. 4. Numerical variables of the Dataset

Preprocessing of thisdataset includes doing analysis on the
independent variables like checking for null values in each
column and then replacing or filling them with supported
appropriate data types, so that analysis and model fitting is not
hindered from its way to accuracy. Shown above are some of
the representations obtained by using Pandas tools which tells
about variable count for numerical columnsandmodal values
for categorical columns. Maximum and minimum values in
numerical columns, along with their percentile values for
median, plays an important factor in deciding which value to
be chosen at priority for further exploration tasks and analysis.
Data types of different columns are used further in label
processing and one-hot encoding scheme during model
building.

2.2 Algorithms employed

Scikit-Learn can be used to track machine-learning system on
wholesome basis[12].Algorithms employed for predicting
sales for this dataset are discussed as follows:

e Random Forest Algorithm

Random forest algorithm is a very accurate algorithm to be
used for predicting sales.It is easy to use and understandfor the
purpose of predicting results of machine learning tasks.In sales
prediction, random forest classifier is used because it has
decision tree like hyperparameters.The tree model is same as
decision tool. Fig.5 shows the relation between decision trees
and random forest.To solve regression tasks of prediction by
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virtue of random forest, the sklearn.ensemble library’s random
forest regressor class is used. The key role is played by the
parameter termed as n_estimators which also comes under
random forest regressor.Random forest can be referred to as a
meta-estimator used to fit upon numerous decision trees (based
on classification) by taking the dataset’s different sub-
samples.min_samples_split is taken as the minimum number
when splitting an internal node if integer number of minimum

samples are considered.A split’s quality is measured using mse
(mean squared error), which can also be termed as feature
selection criterion.This also means reduction in variancemae
(mean absolute error), which is another criterion for feature
selection.Maximum tree depth, measured in integer terms, if
equals one, then all leaves are pure or pruning for better model

fitting is done forall leaves less than
min_samples_splitsamples.
Decision frees

ensembled to give

raonrdaom foroct
ranaom jorest

from same daotaset

Fig. 5. Relation between Decision Trees and Random Forest

¢ Linear Regression Algorithm

Regression can be termed as a parametric technique which is
used to predict a continuous or dependent variable on basis of
a provided set of independent variables. This technique is said
to be parametric as different assumptions are made on basis of
data set.

Y=Pfo+pIX + € (1)

Equation shown in eq.l is used for linear

regression. These parameters can be said as:

simple

Y -Variable to be predicted
X -Variable(s) used for making a prediction

Bo -When X=0, it is termed as prediction value or can be
referredto as intercept term

B1 -when there is a change in X by 1 unit it denotes change in
Y.It can also be said as slope term € -The difference between
the predicted and actual values is represented by this parameter
and also represents the residual value.Howeverefficiently the
model is trained, tested and validated, there is always a
difference between actual and predicted values which is
irreducible error thus we cannot rely completely on the
predicted results by the learning algorithm. Alternative
methods given by Dietterich can be used for comparing
learning algorithms [10].

2.3 Metrics for Data Modelling

e The coefficient of determination RZ(R-squaIed) is a
statistic that measuresthe goodness of a model’s fit i.e.
how well the real data points are approximated by the
predictions of regression. Higher values of R* suggest
higher model accomplishments in terms of prediction
along with accuracy, and the value 1 of R? is indicative of
regression predictions perfectly fitting the real data
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points.For further better results, the use of adjusted R
measures works wonders. Taking logarithmic values of
the target column in the dataset proves to be significant in
the prediction process. So, it can be said that on taking
adjustments of columns used in prediction, better results
can be deduced. One way of incorporating adjustment
could also have included taking square root of the column.
It also provides better visualization of the dataset and
target variable as the square root of target variable is
inclined to be a normal distribution.

e The error measurement is an important metric in the
estimation period. Root mean squared error (RMSE) and
Mean Absolute Error (MAE) are generally used for
continuous variable’s accuracy measurement. It can be
said that the average model prediction error can be
expressed in units of the variable of interest by using both
MAE and RMSE. MAE is the average over the test sample
of the absolute differences between prediction and actual
observation where all individual differences have equal
weight. The square root of the average of squared
differences between prediction and actual observation can
be termed as RMSE. RMSE is an absolute measure of fit,
whereas R? is a relative measure of fit RMSE helps in
measuring the variable’s average error and it is also a
quadratic scoring rule. Low RMSE values obtained for
linear or multiple regression corresponds to better model
fitting.

With respect to the results obtained in this work, it can be said
that there is no big difference between our train and test
sample since the metric RMSE ratio is calculated to be equal to
the ratio between train and test sample. The results related to
how accurately responses are predicted by our model can be
inferred from RMSE as it is a good measure along with
measuring precision and other required capabilities. A
considerable improvement could be made by further data
exploration incorporated with outlier detection and high
leverage points.Another approach, which is conceptually

easier, is to combine several sub-models which are low
dimensional and easily verifiable by domain experts, i.e.,
ensemble learning can be exploited [9].

3. IMPLEMENTATION AND RESULTS

In this section, the programming language, libraries,
implementation platform along with the data modeling and the
observations and results obtained from it are discussed.

3.1 Implementation Platform and Language

Python is a general purpose, interpreted-high level language
used extensively nowadays for solving domain problems
instead of dealing with complexities of a system. It is also
termed as the ‘batteries included language’ for programming.
It has various libraries used for scientific purposes and
inquiries along with number of third-party libraries for making
problem solving efficient.

In this work, the Python libraries of Numpy, for scientific
computation, and Matplotlib, for 2D plotting have been used.
Along with this, Pandas tool of Python has been employed for
carrying out data analysis.Random forest regressor is used to
solve tasks by ensembling random forest method.As a
development platform, Jupyter Notebook, which proves to
work great due to its excellence in ‘literate programming’,
where human friendly code is punctuated within code blocks,
has been used.

3.2 Data Modeling and Observations

Correlation is used to understand the relation between a target
variable and predictors. In this work, Item-Sales is the target
variable and its correlation with other variables is observed.

Considering the case of Item-Weight, the feature item weight
is shown to have a low correlation with the target variable
Item-Outlet-Sales in Fig.6.
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Fig. 6. Correlation between target variable and Item-weight variable
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As can be seen from Fig.7, there is no significant relation found between the year of store establishment and the sales for the items.
Values can also be combined into variables that classify them into periods and give meaningful results.
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Fig. 7. Correlation between target variable and Outlet-establishment-year variable

The place where an item is placed in a store, referred to as Item_visibility, definitely affectsthe sales.However, the plot chart and
correlation table generated previouslyshow that the flow is in opposite side.One of the reasons might be that daily used products
don’t need high visibility. However, there is an issue that some products have zero visibility, which is quite impossible. Fig.8
shows the correlation between item visibility variable and the target variable.
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Fig. 8. Correlation between target variable and Item-visibility variable
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Frequency for each categorical or nominal variable plays a significant role in further analysis of the dataset, thus supporting and
collaborating in data exploration to be performed. As shown in Fig.9, various variables in our dataset, with their data type and
categories are shown. Here, the ID column and the source column, denoting from where the test or train sample data belongs to,
are excluded and not used.

In [16]: ct=[x for x in data.dtypes.index if data.dtypes[x]=='object’]
In [17]:  ct=[x for x in ct if x not in[ 'Item Identifier', 'Outlet Identifier’, 'source']]

In [18]: |for col im ct:
print{data[col].value_counts(})

Low Fat B4E5
Regular 4824

LF 522
reg 195
low fat 178

Mame: Item_Fat_content, dtvpe: intsz
Fruits and vegetables 2813

Znack Foods 1989
Household 1548
Frozen Foods 1425
Dairy 1135
Baking Goods 1885
Canned 1824
Health and Hygiene 858
Meat 736
soft Drinks 725
Breads 416
Hard Drinks 362
Others 288
starchy Foods 2858
Breakfast 186
seafood 89

Mame: Item_Type, diype: intsd
Tier 3 ELE3

Tier 2 4541

Tier 1 I9Ea

Mame: Qutlet_Location_Type, dtype: intes
Medium 4555

Small 339Ea

High 1553

Mame: Qutlet size, dtype: intes
Supermarket Typel Szas
Grocery Store 1385
supermarket Types 1555
Supermarket Typez 1546

Mame: Outlet_Type, diype: intss

Fig. 9. Different item categories in the dataset

When a predictive model generated from any supervised learning regression method is applied to the dataset, the process is said to
be data scoring. The above model score clearly infers about Data Scoring.The probability of a product’s sales to rise and sink can
be discussed and understood on the basis of certain parameters. The vulnerabilities associated with a product or item and further its
sales are also necessary and play a very important role in our problem-solving task. Further, a user authentication mechanism
should be employed to avoid access from any unauthorized users and thus ensuring all results are protected and secured.
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Supermarket
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Fig. 10. Flowchart for division of dataset on various factors (having proper leaves after pruning)

In Fig.10, a flowchart is represented in which the dataset has been divided on the basis of various factors. In the last stage of the
flowchart, the nodes with numbers ‘a’ and ‘b’ represent some string values for distinguishing the dataset items and ‘num’ can be
any arbitrary number.The dataset has been divided andpruning has been performed on the basis of different factors. Ensembling
many such decision trees will generate a random forest model.
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Fig. 11. Diagram showing correlation among different factors

From Fig.11, the correlation among various dependent and after data pre-processing, and following are some of the
independent variables is explored to be able to decide on the important observations about some of the used variables:
further steps that are to be taken. Variables used are obtained
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e Jtem_visibility is having nearly zero correlation with our
dependent variable item_outlet_sales and grocerystore
outlet_type. This means that the sales are not affected by
visibility of item which is a contradiction to the general
assumption of “more visibility thus, more sales”.

e Item_MRP (maximum retail price) is positively correlated
with sales at an outlet, which indicates that the price
quoted by an outlet plays an important factor in sales.

e Qutlet situated in location with type tier 2 and size

medium are also having high sales, which means that a
one-stop-shopping-center situated in a town or city with
populated area can have high sales.

e Variation in MRP quoted by various outlets depends on
their individual sales.

Fig.12 summarizes the various observations obtained from the
developed linear regression model.The method used is least
square method and model used is ordinary least square method
(OLS).

coef std err [@.825 8.975]
const -185, 26814 14,355 -7.322 g, 2 -123.368 -77.837
Item_MRP 15.5564 a.197 79.1848 a.2a8a 15,171 15.242
Item Visibility -215.8161 257.172 -2, 236 8,483 -712.136 289,1&3
Ttem Weight St 2.981 -2.2e83 a,.839 -56.275 L.E8%:
outlet Years 8. 7876 1.555 5.237 6,28 0.712 12,864
Item_Fat_Content_e -72.38%: 14.4931 -2,915 g, 2 -122.658 -42,121
Item_Fat_Content 1 -31.8117 15.743 -1.5%88 a,857 -gd.632 1,868
Outlet Location Type @ -227.2672 13,187 -17.234 g, 28 -253.117 -281.417
outlet Location Type_ 1 282 3267 14,276 £.,172 a.gaa 174,342 228,312
outlet Location Type_2 -28. 2oa 15.687 -2, 218 6,28 -112.972 -47 ., 558
outlet =ize @ -29.3578 11.243 -5.892 g, 28 -111. 882 -57.712
outlet Size 1 314.4821 14.184 22.167 a,2a8a 285,599 242,285
Outlet_Size 2 -338, 2457 14.524 -22,583 g, 28 -358.912 -381.572
outlet Tvpe @ -897.9883 15,858 -53.263 a.2a8a -93a, 945 -84, 855
outlet_Type_1 316.8327 15,2852 22,982 G, 2 285,587 245,558
outlet Tvpe_2 -124.7124 15,125 -8.,352 g, 28 -155,328 -lg3.8%7
outlet Type 3 11,3787 12.752 47.985 6,28 Gi5,.361 B36.3596
Item_Type_Combined_e -36,38589 29,728 -1.241 @.215% -95,144 21.372
Item_Type_Combined_1 -2a. 21232 2a.292 -2.%58E a.319 -59 ., 902 19.5&5
Ttem_Type_Combined 2 -48,1832 24,928 -1.938 @.854 95,953 8.747
outlet B -457 . 5604 22.692 -12.735 g, 28 -514.812 -421.127
outlet 1 -23.3578 11.243 -8.,8592 6,28 -111 . 884 -67.712
outlet 2 137.1&82 38,199 4,542 g, 2 77.971 155,365
outlet 2 -134,.7124 15,128 -8.352 a.2a8a -1la5.328 -1d3.a97
outlet 4 428, 3388 12,635 -21.913 G, 2 -455.828 -331.536
outlet S 511.3787 12.752 47.5985 a.gaa L85.361 635,396
outlet & 148.5758 38,085 4,854 6,28 g88.5749 288,578
outlet 7 -23.4284 38,228 -2.768 B, 285 -142.674 -24, 187
outlet = 355 ,3278 23,434 15,558 a,2a8a 319,391 411,264
outlet 2 -le2. 24l 12,244 -8.528 g, 28 -159,595 -124,932
omnibus: 954,288 Durbin-Watson: 2.883
ProbiCmnibus) . 2.882 Jargue-Bera (JE): 2385,.182
Skew: 8.569 Prob(JB): a.22
Kurtosis: 5.169 Cond. MO. 4.80e+15
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OLS Regression Results

Dep. Wariable: Item_outlet Sales  R-squared: &8,5E3
Model: oLs Aadj. R-squared: @.563
Method: Least squares  F-statistic: 732.1
Date: Fri, 19 Jul 2619 Prob (F-statistic): a,82
Time: 1@:57:12 Log-Likelihood: -71991.
Mo. Observations: g523 AL 1.448e+85
Of Residuals: gce?  BIC: 1.4412+85

Of Model: 15
Covarlance Type: nonrcbust

Fig. 12. Summary from linear regression model

It is observed that the R-squared value is 0.563 for our
dependent variable for 8523 number of observations taken
under consideration. This signifies how accurately the built
regression model fits.

4. PREDICTION RESULTS AND CONCLUSION

The largest location did not produce the highest sales. The
location that produced the highest sales was the OUTO027
location, which was in turn a Supermarket Type3, having its
size recorded as medium in our dataset. It can be said that this
outlet’s performance was much better than any other outlet
location with any size provided in the considered dataset.

The median of the target variable Item_Outlet_Sales was
calculated to be 3364.95 for OUTO027 location. The location
with second highest median score (OUTO035) hada median
value of 2109.25.

Adjusted R-squared and R-squared values are higher for Linear
regression model than average. Therefore, the used model fits
better and exhibits accuracy.

Also, model accuracy and score of regression model canreach
nearly 61% if built with more hypothesis consideration and
analysis, as shown by code snippet in Fig.13.

from sklearn.ensemble import RandomForestRegressor
X_train = sd.drop(['Item Outlet Sales','Item Identifier','Outlet_Identifier'],axis=1)

Y train = sd['Item_Outlet_Sales']

X test = ds.drop(['Item Identifier',’'Outlet Identifier'],axis=1).copy()
rf = RandomForestRegressor(n_estimators=400,max_depth=6, min_samples leaf=10@,n_jobs=4)

rf.fit(X_train,Y_train)
rf_pred = rf.predict(X_test)

rf_accuracy = round(rf.score(X_train,Y_train)*109,2)
print('accuracy of random forest is : %.4g' ¥rf_accuracy)

accuracy of random forest is : 60.8

Fig. 13. Code showing model score of random forest

It can be concluded that more locations should be switched or
shifted to Supermarket Type3 to increase the sales of products
at Big Mart. Any one-stop-shopping-center like Big Mart can
benefit from this model by being able to predict its items’
future sales at different locations.

5. CONCLUSION AND FUTURE SCOPE

In this paper, basics of machine learning and the associated
data processing and modeling algorithms have been described,
followed by their application for the task of sales prediction in
Big Mart shopping centers at different locations.On
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implementation, the prediction results show the correlation
among different attributes considered and how a particular
location of medium size recorded the highest sales, suggesting
that other shopping locations should follow similar patterns for
improved sales.

Multiple instances parameters and various factors can be used
to make this sales prediction more innovative and successful.
Accuracy, which plays a key role in prediction-based systems,
can be significantly increased as the number of parameters
used are increased. Also, a look into how the sub-models work
can lead to increase in productivity of system. The project can
be further collaborated in a web-based application or in any
device supported with an in-built intelligence by virtue of
Internet of Things (IoT), to be more feasible for use. Various
stakeholders concerned with sales information can also provide
more inputs to help in hypothesis generation and more
instances can be taken into consideration such that more
precise results that are closer to real world situations are
generated. When combined with effective data mining methods
and properties, the traditional means could be seen to make a
higher and positive effect on the overall development of
corporation’s tasks on the whole. One of the main highlights is
more expressive regression outputs, which are more
understandable bounded with some of accuracy.Moreover, the
flexibility of the proposed approach can be increased with
variants at a very appropriate stage of regression model-
building. There is a further need of experiments for proper

measurements of both accuracy and resource efficiency to
assess and optimize correctly.
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